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Deep Learning — Great Breakthroughs in Al

* 1,000 object classes
(categories).
o images:
12 Mtrain
100k test

* Enormous data + Adequate computing ALLSYSTEMS/GO
power = Deep Learning Revolution!

* Some popular strategies of Deep Learning:
QConvolutional Neural Networks (CNN)
QORecurrent Neural Networks (RNN)
OGenerative Adversarial Networks (GAN)
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Images courtesy of [1-3]

Part | - What'’s going on in Deep Learning
« Convolutional Neural Networks (ConvNet) in a nutshell
QState-of-the-art for vision perception tasks

QUsually comprised as following stages:
Input > Convolutional Layer > Pooling Layer - Convolutional Layer - Pooling
Layer - Fully-connected Layer - Output

QHigher levels of the model can detect more abstract features that are
useful for image recognition

QUseful to clinical applications involve patient anatomical images
«»Automated anatomy classification
“»Cancer/Nodule detection
“OAR segmentation

Part | - What’s going on in Deep Learning
» ConvNet — a quick example

QConvolution: Try every possible feature and make one image into a stack of
filtered images

Images courtesy of [4]
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Part | - What’s going on in Deep Learning
» Recurrent Neural Networks(RNN) in a nutshell

® ®»h ® ®&® W ®
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QCurrent output depends on the previous inputs/outputs

ODesigned to solve problems involving temporal processing and
sequential learning

QUseful to clinical applications involve sequential data
«+Electronic Health Records mining
“*Respiration curve monitoring and prediction Images courtesy of [5]

Part | - What’s going on in Deep Learning

* RNN struggled with vanishing or exploding gradient problems

* Long-Short Term Memory

(LSTM) forget gate self-recurrent
QAble to avoid the long-term connection
dependency problem
QOMemory cell contains: )
%’Inpulr);ate memory cell ’ |, memory cell
N input — output
< Forget gate

.
“Output gate Input gate output gate

[6] http://deeplearning.net/tutorial/istm.htm!

Part | - What’s going on in Deep Learning
» Generative Adversarial Networks(GAN) — “the coolest idea in ML
in last 10 years”

D: Detective

.

R: Real Data G: Generator (Forger) I: Input for Generator

QGenerator (G): mimics examples from a training data that can fool D
QDiscriminator (D): predicts whether it is a data sample or a “forged” one
QBoth D and G improves over time until G can generate genuine sample

and G is at loss unable to figure out the distribution dif"ferencesmm
mage courtesy
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Part | - What’s going on in Deep Learning
» Popular Deep Learning frameworks
QCaffe and Caffe2
QTensorflow
QTorch
QCNTK
QTheano
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« Part lll = Challenges and Potential Trends of Deep Learning

Part Il - ConvNet for Lung Cancer Detection

« Objective: Look through a patient thoracic CT set and predict if is
cancerous

- Data — Kaggle Data Science Bowl 20171
OTraining data 1397 sets, validation data ~300 sets

» Workflow

MXNet/CNTK/

'
I
! (® Models Ensembling
i
'

TensorFlow ’ 3
® | xGBoost \
Data
Ereeara{lon @Feﬁ"""?s‘ Lasso 1 __ Prob(Cancer)
! Prob(No Cancer)
| Logistic \

(2) Model Building (including
Transfer Learning) GIF courtesy of [10] 12
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Part Il - ConvNet for Lung Cancer Detection
 Data Preparation

OData Augmentation — Rotation, small translation, zooming etc.
* Transfer Learning

QPre-trained ConvNet as an initialization or a fixed feature extractor for
our own task

QOnly the last CNN blocks are fine-tuned to avoid overfitting
* Ensembling

QOModel parameters need to be optimized via k-fold cross validation
* Performance Metrics

QAUROC

QOLogloss

Part Il - ConvNet for Lung Cancer Detection
+ Performance

Receiver operating characteristic curve
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|| caffeNet ResNet-50 VGG-19 ResNet-152

Time (min)

172
Number of extracted features 9216 2048 25088 2048
Memory per patient (GB) 007 075 038 088

Part Il - ConvNet for Medical Image Segmentation

« Objective: Perform pixel-wise classification to segment left
ventricle from cardiac MR

» Data: Sunnybrook Cardiac MR dataset('!], 238 training data set

+ Deep Learning strategies o — —
O Replace the fully-connected layers = m g

with deconvolution layers to output B DB

segmentation results an
=&
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Part Il - ConvNet for Medical Image Segmentation

» Deep Learning strategies
Q Transfer Learning: Convert a pre-trained complex ConvNet to FCN
0O Accuracy and loss are not enough: class imbalance - add a custom
layer Dice metric to the ConvNet
QO Hyper parameters tuning
< Adjustable learning rate etc.
* Output
QO Dice metric evaluation: 88.6%

/‘O {
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Segmentation plots were generated upon [12]

Part Il — RNN for Electronic Health Records Mining

« Objective: early warnings of the severity of a patient’s illness

» Data
05000 ICU patients Electronic Health Record data in HDF5 format(t3]
Qincluding statics, vitals, labs, interventions, drugs and outcome
OHeterogeneous, incomplete and redundant

1188
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Image courtesy of [13]

Part Il — RNN for Electronic Health Records Mining
« Data Preparation
OData normalization: make sure small variables can be treated with the
same emphasis as the large variables
QData gaps filling
< Fill existing measurements forwardly for each patient
«Fill variable entries with no previous measurement to 0
QOData padding: force each patient record of dimension 500x265 and use
zero padding to inflate the size if needed "

Image courtesy of [13]  — e —
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Part Il - RNN for Electronic Health Records Mining

» Deep Learning Strategies
QOModel design

Physiolc S |
ot Y Vs Yoo Yo Yoo Yoi Yo Vs
| Untod | ! |
[ LST™M ] LSTM — LSTM — LSTM
Phsiology | X, = Xy Treatment Xeop | Xpo Xep | X -

Input Layer Masking LSTM_128 m—- Output Layer

OModel Evaluation
QAUROC
QOComparisons against baseline models like PRISM3[4 and PIM2(15]

Part Il — RNN for Electronic Health Records Mining
* Performance
QAble to output survivability prediction per patient
QSuperior accuracy against classic models
LSTM AUROC 0.920 Vs. PIM2 0.872

Loy ProBEbiny of Survial Severity of lllness ROC Curves 055 Heart Rate
)

T
P

True Positive Rate

© 10 20 30 40 50 &0

Time (hour) False Positive Rate o 10 20 30 40 50 60
Qinstantaneous prediction of survivability provides valuable feedback to
assess the impact of treatment decisions Images courtesy of [13]

Part Ill - Concluding Remarks

» Many exciting advancements empowered by Deep Learning are
going on in Healthcare

» Deep Learning holds a great potential waiting to be exploited in

the application of Medical Physics | “|oausetsize
« Challenges and Potential g B
Solutions :
QLack of high-quality annotated R ™| Model size
medical data i r—
% ImageNet in Medical Physics I L
< Text-image joint mining L e [ ] @t s
Qinterpretability of deep learning 1 |eru power
neural networks foe __*_//
< Close collaborations between

clinicians and data scientists T
Image courtesy of [16]
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What'’s going on in Deep Learning

* Why GAN?
QCan represent and manipulate high-dimensional probabilitydistributions
UCan be trained with missing data — semi-supervised learning |

QAllows multi-modal outputs ’ ' '

» Some interesting applications
QGenerate CT images based on MR
QReproduce electromagnetic shower properties comparable to Geant4(s!

..- Bao II| ﬂl I:

GEANT4

GAN
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