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Appropriate Use of Machine 
Learning in Medicine

Risk or Opportunity?

Automated MedicineSelf Driving Cars

Deep FakesLanguage Generation

Function Used for 
Predictions

Training

Optimization
Gradient Decent
Genetic Algorithm
Machine Learning

Data

Input and Output
Structured Data (EHR)
Images
Sequences

Machine Learning Algorithms Have 3 Core Components

Architectures
Tree Based Methods
Convolution Neural Networks
Recurrent Neural Networks

Representation of the world as 
if comes into the system

Algorithm for updating the 
parameters

Model
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Deep Learning Basics

Fully Connected Layers

1

2

3

4

5

0
32x32

1024 128 10

32x32

1

2

3

4

5

0

Convolution Neural Networks

Fully Connected
1980s

CNNs
Confined 

Encoder Decoder

2015 - UNet

Rich Learning Environment
Learns Many things per image

Requires Fewer Images

Stage of Disease

Classification

Segmentation

Encoder

2012 - ImageNet
Learns 1 Thing Per Image
Requires Many Images

Convolutional Neural Networks Encoder-Decoder CNN

3x3x3 ConvolutionAttention Gated Skip Connection
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Residual Connection
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Deconvolutional
Upsample 8x

Deconvolutional
Upsample 4x

Deconvolutional
Upsample 2x

SoftmaxAttention Gating Signal Convolutional Downsample Deconvolutional Upsample
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NLP Classification

7

Patient reported light nausea that increased in severity by the end of the day

Severe NauseaNo Nausea

Unstructured Note

Word Embedding

Long Short Term Memory

Inference

NLP Classification

8

Severe NauseaNo Nausea

Patient reported light nausea that increased in severity by the end of the dayUnstructured Note

Word Embedding

Long Short Term Memory

Inference

Generative Adversarial Networks

Player 1 = Generator

Compete Adversarially

Noise

Real
or

Fake
Generator

Discriminator

Player 2 = Discriminator
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Conditional Generative Adversarial Networks

Generated
Label

Optimize
Discriminator

Optimize
Generator

Image  to Label  Generator
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Conditional Generative Adversarial Networks

• L1 Loss encourages spatial 
consistency and helps 
convergence

• The two networks are trained 
adversarially until a Nash equilibrium 
is reached

Adversarial Training
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Cycle-Consistent GANs INFERENCE Cycle-Consistent GANs INFERENCE Cycle-Consistent GANs INFERENCE

Fake CT
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Cycle-Consistent GANs Adversarial Attack

Perturbation

Adversarial Defense
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Differential Privacy GAN

Casey Green’s
GAN using differential privacy
Fake patient data
Clear privacy guarantees

Reverse engineering medical records from neural networks

Reconstruction of privacy-sensitive data from protected 
templates

The secret sharer: evaluating and testing unintended 
memorization in neural networks

Generating Synthetic Data

Variational-Autoencoding

1

0

1

0

Variational
Autoencoding

UnsupervisedSupervised

Use Cases
• Classification of Faint Signals
• Small Datasets
• Useful for Combining Data

Input Data

Clinician Decision 1

Clinician Decision 2

Clinician Decision 3

Clinician Decision 4

Clinician Decision 5

Standard Decision 1

Standard Decision 2

Standard Decision 3

Standard Decision 4

Standard Decision 5

Do Not Treat

Treat

Do Not Treat

Treat

Treat

Do Not Treat

Do Not Treat

Do Not Treat

Do Not Treat

Do Not Treat

Multi-Dimensional Data and State-of-the-Art AI

Data Integrity

Current Practice - Inconsistent Decisions Decision Standardization
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Fairness
Gender

Not enough to remove gender

Infer gender from name

Create machine learning model that is not reverse engineer 
sensitive variables

Player 1 = Feature extractor

Player 2 = Feature analyzer

Feature analyzer is not able to guess the sensitive variable

No Best Algorithm

Algorithms tend to become 
narrower in application 
instead of completely 
discarded

Experimental Design

Did they validate their 
approach?

Did they compare with 
alternatives

Did they use good machine 
learning efficacy

Data Matters

Understand it is hard to 
compare data sets

It is hard to compare 
stochastic learning 
routines.

Thank You
University of California San Francisco

vasant.kearney@ucsf.edu


