Appropriate Use of Machine
Learning in Medicine

Risk or Opportunity?
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Deep Learning Basics
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NLP Classification

Unstructured Note

Unstructured Note Patient reported light nasea that incr he end of the day
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Generative Adversarial Networks
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* The two networks are trained

Conditional Generative Adversarial Networks Conditional Generative Adversarial Networks Adversarial Training adversarially until  Nash equiibrium

is reached
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Cycle-Consistent GANs Cycle-Consistent GANs Cycle-Consistent GANs
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Cycle-Consistent GANs

Adversarial

Perturbation
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Adversarial Defense
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Differential Privacy GAN

Reverse engineering medical records from neural networks

Reconstruction of privacy-sensitive data from protected
templates

The secret sharer: evaluating and testing unintended
memorization in neural networks

Generating Synthetic Data

Casey Green's
GAN using differential privacy
Fake patient data
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Clear privacy guarantees

Variational-Autoencoding
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Useful for Combining Data

Unsupervised

Data Integrity

« Multi-Dimensional Data and State-of-the-Art Al «

Current Practice - Inconsistent Decisions Decision Standardization
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Gender
Not enough to remove gender
Infer gender from name

Create machine learning model that is not reverse engineer
sensitive variables

Player 1 = Feature extractor
Player 2 = Feature analyzer
Feature analyzer is not able to guess the sensitive variable
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No Best Algorithm

Algorithms tend to be
narrower in application

instead of completely
discarded

Data Matters

Understand itis hard to
compare data sets

Itis hard to compare.
stochastic learning
routines.

Experimental Design

Did they use good machine
learning efficacy
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