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Causal Inference Framework

𝑌𝐴 → 𝑠𝑢𝑟𝑣𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 𝑤ℎ𝑒𝑛 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑡 = 𝐴

𝑥 → 𝑝𝑎𝑡𝑖𝑒𝑛𝑡′𝑠 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠.

𝑌𝐵 → 𝑠𝑢𝑟𝑣𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 𝑤ℎ𝑒𝑛 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑡 = 𝐵

Treatment Effect

𝐸𝑓𝑓𝑒𝑐𝑡 = 𝐸𝑥 ( 𝑌𝐴 − 𝑌𝐵)|x

𝐸𝑓𝑓𝑒𝑐𝑡 = 𝐸𝑥 𝑌𝐴| x - 𝐸𝑥 𝑌𝐵| x

Where the expectation is taken over all patients



Causal Inference from Training Data

𝐸𝑓𝑓𝑒𝑐𝑡 = 𝐸𝑥 𝑌𝐴| x - 𝐸𝑥 𝑌𝐵| x

Problem: We never o𝐛𝐬𝐞𝐫𝐯𝐞 𝒀𝑨 and 𝒀𝑩 for a patient because they either
receive treatment A or B. 

Approximation:

𝐸𝑥 𝑌𝐴| x ≈ 𝐸𝑥 𝑌| x, t = A

T = T = A

Population

𝐸𝑥 𝑌𝐵| x ≈ 𝐸𝑥 𝑌| x, t = B

T = 

T = B

(𝑌𝐴, 𝑌𝐵) ⊥ 𝑡 | 𝑥

No hidden confounders



No Hidden Confounder

(𝑌𝐴, 𝑌𝐵) ⊥ 𝑡 | 𝑥

𝑡 = A  is only given to very sick patients. Both 𝑌𝐴, 𝑌𝐵 are very small.   

𝑡 = B  is only given to healthy patients. Both 𝑌𝐴, 𝑌𝐵 are big.   

When does it break?

Hidden Confounder:  patient selection mechanism



Hidden Confounder in Prediction Settings

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝐸 𝑌|x

h

x y

observed



https://medium.com/@jrzech/what-are-radiological-deep-learning-models-actually-learning-f97a546c5b98

88% ranking. The CNN was learning the hospital type. 

Risks of Models built using correlation



Most accurate model trained: Multi-purpose neural net….

Asthmatic Lower Risk 

Rule Based Model

➢ Harmful to patients
➢ High Risk of Liability

=

Example: Predicting Risk of dying of Pneumonia for In-hospital patients

https://www.ncbi.nlm.nih.gov/pubmed/9040894

Risks of Models built using correlation



Example: Predicting Risk of stroke for Emergency Department patients

“Does Machine Learning Automate Moral Hazard and Error?” .American Economic Review: Papers & Proceedings 2017, 107(5): 476–480

Risks of Models built using correlation



Context is everything



Possible Solutions

Interpretability

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝐸 𝑌|x

1. The model is interpretable in a global sense

2. The model is interpretable locally. 
Post-hoc justifications or explanations. 

Variable Importance (salient map), Use a simpler model to 
explain a more complex one, visualizations, etc



https://www.nature.com/articles/s42256-019-0048-x

Possible Solutions

Post-hoc interpretations are rarely faith full

https://arxiv.org/pdf/1602.04938.pdf

Salient Map LIME



Possible Solutions







EAML allows to train with less data
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The Machine Learning Dogma

“…There is now a better way. Petabytes allow us to say: "Correlation is 
enough." We can stop looking for models. We can analyze the data without 
hypotheses about what it might show. We can throw the numbers into the 
biggest computing clusters the world has ever seen and let statistical 
algorithms find patterns where science cannot…”

https://www.wired.com/2008/06/pb-theory/

https://www.wired.com/2008/06/pb-theory/



