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RADIOMICS: DEFINITION AND MOTIVATION

Radiomics:

ÅConverts medical images into high-dimensional quantitative features 

ÅAnalyzes combined features with other patient data to provide clinical decision 

support. It has been investigated for

ÅEvaluating tumor prognostic or predictive abilities

ÅStratification of tumor histology or stages

ÅDescribing the relationship between images and clinical outcomes 

ÅAssociation with underlying gene expression patterns

Advantages: 

ÅNoninvasive

ÅIndividualized

ÅLow cost

ÅPotentially routine procedure

Lambinet al EurJ Cancer (2012)

Parmaret al.Sci. Rep. 5, 13087 (2015)

RADIOMICSAPPROACHES AND MACHINE LEARNING

Å Four major steps for radiomicsapplications:

Parmar, C. et al. Machine Learning methods for Quantitative Radiomic

Biomarkers. Sci. Rep. 5, 13087; doi: 10.1038/srep13087 (2015).

Step 1 Step 2 Step 3 Step 4

Parmaret al.Sci. Rep. 5, 13087 (2015)

Å Machine-learning drives the success of radiomic applications through 

feature selection and classification to achieve high accuracy, reliability, 

efficiency and to reduce overfitting of models

To acquire quality 
medical image

To define volumes 
for feature analysis

To represent 
quantitative information

To build radiomics 
model for decision

Lambinet al EurJ Cancer (2012)

RADIOMICS APPROACH 1: IMAGE ACQUISITION

ÅPotential variations in imaging for radiomics feature calculation:

ÅDifferent imaging modalities (such as MRI, CT, PET, etc.)

ÅDifferent imaging units (different CTs used in a hospital, etc.)

ÅDifferent imaging parametersand datesused in the same imaging modality

ÅDifferent reconstructionmethods/parameters (i.e., CT/CBCT, MRI)

ÅDifferent calculated datasetsfrom 4D CT dataset (MIP, inhale, AveIPé)

Åéé

ÅThese variations affect calculated feature values

ÅData harmonization minimizes variations between image data sets and 

should be done before any application

RADIOMICS APPROACH 2: IMAGE SEGMENTATION

ÅFeatures can be calculated from
ÅWhole image

Å Region-of-interest (ROI): 

tumor, lung, a specific structure/organ, or 

a volume inside lung as shown in figures

ÅFeature values could be very different if 

using different ROIs

ÅAccurate image segmentation is very 

critical: manual, automatic, and semi-

automatic segmentation

ROIs)
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RADIOMICS APPROACH 3: FEATURE EXTRACTION

Typical four feature groups:

Å Intensity:estimate the first order statistics of the intensity histogram

Å Shape:describe the 3D geometric properties of the tumor (or ROIs)
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Å Wavelet features: transform domain representations of the intensity 

and textural features - They can be computed on different wavelet 

decompositions of the original image using a coiflet wavelet transformation

Å Textural features: quantify the intra-tumor 

heterogeneity. They can be derived from the gray level co-

occurrence matrix (GLCM) and gray-level run length matrix 

(GLRLM), etc., averaging over all thirteen directions (fig)

Parmaret al.Sci. Rep. 5, 13087 (2015)

Software packages used for feature calculation should be validated!

RADIOMICS APPROACH 4: FEATURE ANALYSES

ÅThe issues related to the extracted features
Å Number of features: in the order of 10th, 100th, and 1000th. 

Å Nature of features: Similar or correlated

Å Small data set compared to feature number: over fit to models

ÅFeature selection
Å To minimize the number of features for decision models 

ðuse machine-learning (or deep-learning) algorithms

ÅFeature classification
Å To build a model which classifies input features into corresponding 

output endpoint(s)

-- use machine-learning (or deep learning) algorithms 

RADIOMICS APPROACH 4: FEATURE ANALYSES

ÅBuild a decision model using machine 

learning methods:

{xi}                f{xi} O

(Training using training/validation data)

O = f{xi}
(Testing using test data to evaluate the 

trained model)

ÅEvaluation method:

Area under ROC curve (AUC)

12 machine-learning selectors/classifiersParmar, C. et al. Sci. Rep. 5, 13087 (2015)

Input 
features Model Outcomes

RADIOMICS APPLICATIONS IN RADIATION THERAPY 

Processes in RT   

ÅDiagnosis

ÅSimulation

ÅPlanning

ÅLocalization

ÅTreatment

ÅAssessment

ÅQuality assurance

AI/Radiomics applications  

ÅComputer-aided diagnosis, etc.

ÅLow-dose imaging/Prediction

ÅAuto- segmentation/planning

ÅImaging/analysis

ÅOptimization/tracking

ÅOutcome modeling and prediction

ÅAutomation

To address the most complex challenges across every RT function and process, we 

need to combine radiomics/AI technology and human clinical expertise

Build 

Model

Test

Model

Training 

Dataset

Testing 

Dataset

Histology

Diag/Staging

FEV

DLCO

Local Failure

Clinical 

Endpoint 
Data

Distant Failure

Overall Survival
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SAMPLE PLATFORM USING ~OMICS FOR LUNG 
RADIATION TREATMENT ASSESSMENT

Dosiomic
Features

Genomic 
Features

Radiomic
Features

Demographic 
Features

FB (SNR ~ 5)          AIP (SNR ~ 8)        EOE (SNR ~ 3)

╧═╘╟ ╧╔╞╔╧╕║

Known 
Histology

CLASSIFICAITON OF NSCLC HISTOLOGY FROM RADIOMICS

ROI ROI ROI

Image acquisition/segmentation

Image feature extraction ðHeat map

Feature analysis

Model for 
classifying lung 

histologyF
e

a
tu

re

Patient Lafataet al Phys. Med. Biol. 2018

OR OR
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CLASSIFICAITON OF NSCLC HISTOLOGY FROM RADIOMICS

ü 43 radiomics features

ü Logistic Regression Modeling w/ 

LASSO Regularization

ü 31 Patient Cohort

ü 50 Bootstrapped Models of 10 fold 

CV each

ü ROC Curve / AUC

Lafataet al Phys. Med. Biol. 2018

Example for feature classification ð

supervised training
Map radiomics feature vectors, ●░, 
to a function space, ⱶ●

FEATURE CLASSIFICATION: QUANTUM LANGEVIN CLUSTERING

Lafata et al - Quarterly of  Applied Mathematics 2018

Inversely search for corresponding Potential 

Function, V●, as òclustered wellsó

- Satisfies the Schrodinger Equation 

with solution for ⱶ●

Propagate feature vectors through 

V● via Langevin dynamics 

Step I

An example of unsupervised training for feature classification:

Step II

Step III

CORRELATION BETWEEN RADIOMICS DATA AND FEV1

Lafata et al Scientific Reports 2019 

Cluster 3 Mean 
FEV1 = 0.87 L

(p < 0.001)
Cluster 2 Mean 
FEV1 = 1.26 L

(p = 0.007)

Cluster 1 Mean 
FEV1 = 1.96 L

(p = 0.005)

A significant correlation was found between 

radiomicsdata and lung function (FEV1)

Feature Space:

V65 patients

V39 features from segmented 

lung volume

Quantum Langevin Clustering 

classification

PREDICTING TREATMENT OUTCOME BY PRE-TREATMENT CT

Post-SBRT 

Cancer 

Recurrence

GTV

Lafata et al 2019 PMB

Association of pre-treatment radiomic features 

with lung cancer recurrence following SBRTImage segmentation

Image feature 
extractionFeature analysis

Image acquisition

70 patient CTs

43 features

OUTCOME PREDICTION USING DELTA-RADIOMICFEATURES

Investigate machine learning methods in delta-radiomic feature analysis for patients 

with recurrent malignant gliomas using concurrent SRS and bevacizumab treatment, 

ÅEffectiveness for predicting overall survival (OS)

ÅEffectiveness for feature selection and building classification models

Wang et al JRSBRT 2018
Chang et al PLOS One 2019 

OUTCOME PREDICTION USING DELTA-RADIOMICFEATURES

AUC data indicated:

ÅDelta data performed 

better than single time 

point data

ÅDelta after 1 week 

performed better than 

delta after two months

ÅCombinations of (RF-

selector/KSVM-

classifier) and (RF-

selector/NN-classifier) 

showed the highest 

AUCs

Chang et al PLOS One 2019 


