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Scope

ÅA dose reduction claim is only of interest if the image quality is 

maintained

ÅWhat is the meaning of image quality?

ÅHow should we assess image quality?

ÅWhat are the strengths and limitations of various definitions?



Subjective approach

ÅMost ñcrassò technique: show two images and claim that one is 

better than the other one for whatever reason
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ÅA CT image is a multivariate random deviate

ÅHardware changes decorrelate image comparisons

ÅAlso possible for weakly correlated image comparisons

Subjective approach: what happened é



Absolute objective metrics

ÅImage sharpness/resolution: (MTF, SSP)

ÅImage noise (pixel variance, noise power spectrum)

ÅImage artifacts

Unfortunately, modern imaging solutions have complicated their use:

Å Resolution can depend on background and contrast

Å Ensemble-averaged resolution not the same as resolution measured from 

one image

Å Noise linked to background uniformity

Å Noise over a uniform ROI poorly predict image quality

Å Non-linear post-processing or deep learning techniques can hide artifacts  



Relative objective metric

Mean squared error, peak signal-to-noise-ratio

Features:
ÅQuantitative comparison between two images (e.g., full dose, low dose), 

but é

ÅNot related to visual perception

ÅSingle pair of images

Å Sensitive to image distortions (rigid and not)



A newly-popular relative objective metric

Structure Similarity Index Metric (SSIM). The closer to unity the better.

Features:
ÅRelated to visual perception, 

but é

ÅSingle pair of images

ÅSensitive to image distortions 

(rigid and not)

Implementation:
ÅRescale to [0, 1.0] or [0, 255] 

after clipping to grayscale window



SSIM in action é

Full dose Low dose



SSIM in agreement with general visual perception, but does not 

capture subtle changes 

Full dose SSIM=0.88

SSIM=0.93 SSIM=0.93 SSIM=0.93

SSIM=0.82

SSIM in action é



More elaborated: reader preference study

ÅShow images to radiologists and ask them to provide scores (Likert scale) 

for various features (noise level, artifacts, clarity of vessels). 

ÅStrengths:
ÅRelies on a population of cases (unlike CNR, MSE, SSIM)

Å Involves an observer

ÅWeaknesses:
ÅNot predictive of diagnostic value

ÅEssentially still a ñbeautyò or ñartò contest

Images should be evaluated relative to the task(s) they are built for



Essential elements of objective task-based assessment of 

image quality (HH Barrett, K Myers)

ÅTask: estimation, characterization, detection

ÅObserver: human or computerized (model observer)

ÅImages (cases): population based

ÅFigure-of-merit for task performance:

o Estimation: continuous variable (e.g., cardiac ejection fraction, lesion 

diameter)

o Characterization: ROC curve for binary classification

o Detection: ROC curve with localization



ROC curve for a diagnostic test (e.g., PSA)

1. Class-based scores

*Scale unimportant up to any monotonic transformation

**Convention: higher scores for disease present



ROC curve for a diagnostic test (contôd)

2. Decision based on a threshold

True positive fraction (TPF)False positive fraction (FPF)



ROC curve for a diagnostic test (contôd)

The ROC curve is a plot of TPF vs FPF

ÅFigure-of-merit: area under the curve (AUC), also called probability correct. 

The higher AUC, the better the test.

ÅAUC values are used to compare tests.

TPF    :  sensitivity

1-FPF :  specificity



ROC for a characterization task in medical imaging

Class 1: images with disease absent (or benign lesion)

Class 2: images with disease present (or malignant lesion) 

Score: reader 

confidence that disease 

is present or not

(latent decision variable)

Figure-of-merit:

reader-average AUC



ROC for a characterization task in medical imaging (contôd)

ÅGround-truth needed

ÅOrdinal or continuous scoring scale can be used

Å Thorough task explanation needed

ÅTypical experiment: training followed by testing

ÅKeep any reading session < 2 hours (reader fatigue)

Å Use multiple reading sessions if needed

Å Randomize order of compared methods, as well as cases

Å Report results with proper statistical analysis (more on this later)

Important implementation aspects



Lesion detection tasks

ÅROC analysis is sub-optimal for lesion detection tasks: outcome of 

visual search not included

ÅIn addition to deciding that disease is present, it is important to identify 

where the disease is 

ÅA positive case should be deemed positive only if the lesion has been 

located

ÅA richer assessment paradigm is needed

Localization-ROC (LROC) analysis (Starr et al. 1975)



LROC analysis

ÅClass 1: no lesion. Class 2: one lesion

ÅDecide if the lesion is present or not, find its location and give a rating

ÅFor each threshold replace TPF by TPLF: fraction of TPs that are 

correctly localized

ÅLROC curve: plot of TPLF vs. FPF

ÅSummary measure: AUC, which is again the probability of correct decision



LROC experiment

ÅReader told that image contains one or no lesion

ÅReader task: select a lesion location and provide a confidence rating

+



Beyond the single lesion model

ÅFree-ROC extends the concept to arbitrary number of lesions 

ÅMany ways to build a curve and a summary measure

*A Wunderlich and C K Abbey. Utility as a rationale for observer performance assessment, 

Med. Phys. 2013



Statistical analysis

ÅResults of LROC (and ROC) experiments are deviates of random 

variables

ÅTwo sources of statistical variability: cases and readers       

Ą MRMC paradigm

ÅCases can be seen as fixed or random effects

ÅReaders can be seen as fixed or random effects



Statistical analysis: result reporting

ÅTwo options: hypothesis testing or confidence intervals

ÅConfidence intervals recommended

ÅMultiple comparison adjustments needed (Bonferroni inequality, 

family-wise error correction)

üConfidence intervals allow direct assessment of effect size and 

statistical accuracy

üCT studies are most often about ñaccepting the null hypothesisò

üJournals increasingly demanding for CIs


